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ACOUSTIC EMISSION ARISING FROM

PLASTIC DEFORMATION AND FRACTURE

Kanji Ono

Materials Department
School of Engineering and Applied Science
University of California, Los Angeles, CA

NJ ABSTRACT

This paper reviews current status of acoustic emission signal detec-
tion methods, theoretical analysis of acoustic emission sources and acous-
tic emission behavior of materials arising from plastic deformation and
fracture. Recent developments in quantitative signal detection and trans-
ducer characterization are considered. Several theories of acoustic emis-
sion sources are summarized and one based on dislocation theory by M91en
and Bolin is extended to provide a relation between the inelastic displace-
ment at a source to the peak voltage output of a r -esonant transducer. Mo-
dels of acoustic emission from plastic deformation are presented. A new
model for continuous acoustic emission is developed on the basis of the
modified Male'n-Bolin theory. Predictions of the model are discussed in con-
junction with recent studies on acoustic emission behavior as a function
of test temperature and of heat treatment. Finally, acoustic emission due
to cracking is evaluated, especially in relation to amplitude distribution
analysis of burst-type emission.

I. INTRODUCTION

Research and developmental efforts In acoustic emission (AE) have
been rapidly growing in recent years. AE methods have firmly established
their usefulness as a tool for nondestructive evaluation, as many encourag-
ing results of successful applications have been reported. Numerous studies
have been presented in this Volume characterizing AE behavior of various
materials and components and linking it to underlying causes of emission.
However, much work still remains to be done in both basic and applied as-
pects of AE. In order to identify the advances in the basic aspect of AE,
we will review recent accomplishments of various investigations, concen-
trating on AE signal detection and analysis techniques. For those inter-
ested In earlier developments, the review, and conference proceedings
listed at the end should prove vlalL 5 . Because of time limitation,
many areas of AE research have not been touched upon in this review. Some
of the papers presented In this Volume should provide excellent starting
points for seeking information in these areas.

II. SIGNAL DETECTION

2.1 Introduction
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While there have been a number of studies to develop models of sur-
face motion in the field of seismology (see e.g. Knopoff 6), the first
uantitative attempt to analyze AX signals was made by Breckenridge et al.
7.The main purpose of such an attempt is to deduce the characteristics

of the source of AX signals, from which it is hoped to discriminate dif-
ferent types of AE signals. The AX signals observed in a practical system
are influenced by the characteristics of a piezoelectric transducer and
those of wave propagation through the structure (including its resonance
characteristics). Consequently, as we pointed out earlier1 8, the analysis
in the frequency domain has not been effective in the characterization of
AX sources. However, apparently different frequency (or power density)
spectra have been extracted from various types of AX signals1 8 2 3. The main
sources of such findings appear to originate from the mode of excitation
of transducer and structural (specimen) resonances. Theoretical analysis
of the excitation modes is so complex that it would be difficult to factor
out the resonating effects of the transducer and the wave transmission
characteristics. From a practical point of view, however, frequency
spectrum analysis ought not to be discounted. While empirical information
must be accumulated for a particular application, a unique combination of
transducer excitation and wave transmission characteristics can provide a
useful tool for the identification (or classification) of AX sources.

2.2 Quantitative Measurements

Let us now consider the AX generation and detection systems, in which
every aspect has been well-characterized. One such system was developed at
the National Bureau of Standards (NES) by Breckenridge et a,17. Quantita-
tive AX source characterization at NES has since been continued and ex-
panded2 4. An important element of their contributions is the development
of mechanical source simulators. The first one employed a short section of
glass capillary, having a diameter of about 0.1 mm, which was fractured un-
der compressive loading. The statically applied force was released upon
fracture with a rise time of less than 0.1 Vs. The fracture process of the
capillary has, however, a large variability in the magnitude of th4 force
step. Thus, the second simulator has become a preferred technique . Here,
a pencil lead is used as the fracturing element. A common mechanical pencil
is mounted on a jig to break a fixed length of the lead. The rise time of
the force step produced by this method was measured to be 0.3 Uis. The
amplitude and the waveform of the resultant stress pulse have been found to
be quite consistent. It is useful in applications as well. One such simu-
lator was employed to determine wave propagation and attenuation character-
istics of a fiber-composite pressure vessel2 .

As for the detector o~ stress wave, the NES group used an air-gap
capacitance transducer1 7'2 .*it was used to convert a surface displacement
to a proportional electrical signal. Another group active in thi area is
located at U.K. Atomic Energy Research Establishment, Harwell2618. h
Harwell group, led by Scruby and Wadley, developed a refined capacitance
transducer using a differential micrometer which allowed the adjustment of
the air-gap for constant sensitivity (Fig. 1)27. The sensitivity of the
transducer to surface displacement u, is given by
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Figure 1. Cutaway drawing of capacitance transducer, showing the differential
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C O(VAt

du 2 (2.1)
s g

where q is a charge,cois the dielectric constant of an air gap, g is the
distance of the air gap, V is the potential difference and At is the area
of the capacitance transducer respectively. Thus, the sensitivity in-
creases by increasing V and At and decreasing g. Limitations on V and g
are imposed by electrical discharge and by surface finishes. At must also
be limited to avoid averaging of non-planar wavefront. The air-gap was
typically 5 um and the voltage across capacitor plates was 50 V. In com-
bination with a charge sensitive pre-amplifier, they obtained the sensi-
tivity of the order of 1 pm (10 - 1 2 m) and the rise time resolution of 20 ns.
The latter limit was imposed by the amplification and signal recording, as
well as the size of the capacitor plate (6 -m diameter).

Another important element of an AE system is the medium of wave pro-
pagation. The NBS group used large plates of steel, glass and aluminum to
model the elastic wholespace and halfspace, for which theoretical solutions
for the wave propagation characteristics are available. Two propagation
paths have been studied. Inthe first, wave propagated on the surface from
the point where a force step was applied. At a distance r, the primary
(P or longitudinal) wave arrives first, followed by the secondary (S or
shear) and Rayleigh (R) waveg. Vertical displacement reaches a maximum at
the arrival of R wave1 6,29,38 . The second path was through the elastic me-
dium and vertical displacement was measured exactly above the point source;
this is referred to as the epicenter, borrowed from the seismology. When
a plate is used to simulate the elastic halfspace, only the initial part of
the displacement-time curve is a valid representation. However, this
arrangement has initially proven to be satisfactory. In response to a
force step at a depth H, vertical displacement on the surface at the epi-
center shows a jump upon the arrival of the P wave. The magnitude of this
jump up, was given by 28,30

up - 0.047 (AF/IH) u(t - H/CL), (2.2)

where AF is the force step, ji is the shear modulus, t is time and cL is the
longitudinal wave velocity and u(t) is a unit step (Heaviside) function,
respectively. Here, the numerical constant was calculated using the wave
velocities for steel. Note that i(t) - 1 for t > 0 and u(t) for t 0.
The jump is followed by a gradual rise to the arrival of the S wave (Fig.
2). In both of these experiments, the observed wavforms agree with theo-
retically predicted ones (Fig. 3). More recently, a theoretical solution
for an elastic plate was obtained and compared with an experimentally de-
termined epicenter displacement record24 . By scaling at a reference point,
the two curves agreed quite well (Fig. 4). The theory can provide numerical
solutions to other more complex cases including a plate of limited size
and different types of applied forces ,31,32 In the case of the epicen-
ter displacement, the Harwell group obtained a quantitative agreement bet-
ween theory and experiment 2 7 . Using the calibrated capacitance transducer,
aluminum plates of different thicknesses and a pencil lead fracture Eource,

'J .Li'~..



171

.7

.5-

0 .
.5 .6 .7 .8 .9 1.0 1.1 1.2 1.3 1.4

r ct/H

Figure 2. Vertical displacement for seismic buried pulse calculated from
expressions of Pekeris and Lif son30 for V = 1/3. P and S show the

arrivals of the longitudinal and shear waves, respectively.
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Figure 3. Oscillogram showing the vertical displacement at a point on one

surface of a block resulting from a step of load applied to the
other surface directly opposite.1 7 The block is an aluminum-alloy
block; source, breaking of glass capillary 0.1 mm in diameter; air
gap, 4.1 Um; polarization, 200V. Each division on the abscissa
equals 2 Us.
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Figure. 4. Comparison between theoretical calculation of the vertical displace-
ment as computed by the generalized ray method and the experimentally
measured voltage output of capacitive transducer at the epicenter of
aluminum plate 23 cm x 44 cm x 2.52 cm.24 The scaling reference
point-is where the experimental amplitude is set to equal the theortical
amplitude.
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they found the magnitude of displacements at the P and S arrivals to be in
good accord with those calculated from a model of Pekeris and Lifson

30

(Fig. 5). The experimental waveforms, however, exhibit the effect of a
finite rise time of the source. Here, the magnitude of a force step, the
elastic moduli and the depth of source (plate thickness) were provided for
the calculations.

2.3 Detection of Real AE Signals

Scruby and Wadley 26,2 8 conceived the most innovative experiment in the
quantitative AE study. They invented a special specimen geometry, called
Yobell (Fig. 6), which preserved the essential features of the elastic
halfspace, yet allowing to perform the mechanical testing of materials.
Using their calibrated capacitance transducer, Wadley and Scruby2 6 captured
the waveforms of AE signals due to microfracture events in EN30A steel
(0.3% C, 3% Ni, 0.7% Cr). Burst-type AE signals during the fracture of
quenched, and quenC.ied-tempered (including temper embrittled conditions)
specimens were analyzed for their rise time and amplitude. A typical one
is shown in Fig. 7. Effects of hydrogen charging were also examined. They
found that the rise time for the quenched samples to be 70-78 ns, which was
reduced to 47-73 ns for temper embrittled conditions (see Table 1)26. The
former had the fracture mode of 45* shear with central undulating area,
while the latter exhibited predominately cup and cone fracture with some
isolated areas of brittle fracture. Additions of hydrogen increased inter-
granualr fracture and resulted in the increased rise time: 87 ns for the
quenched and 75 to 131 ns for the temper embrittled. This distribution of
measured rise time is given in Fig. 8. They interpret the rise time as the
life time of an AE source and the amplitude to the area of a crack incre-
ment2 6 . While a great deal more of study will be needed to quantitatively
link the source event to observed signal characteristics, this work at
Harwell certainly ranks as one of the most significant advances in AE re-
search.

2.4 Transducer and System Calibration

The developments of well characterized AE systems also allow an im-
proved description of a piezoelectric transducer of common usage. Re-
producible generation of a displacement-time function enable the cali-
bration of a transducer. The result for a commercially available trans-
ducer was reported24 , indicating its sensitivity to surface velocity
rather than displacement, at least during the initial part of the trans-
ducer excitation. Figure 9 compares the output ofa piezoelectric transducer
and a displacement waveform. Because of significant effects due to the
coupling layer, more studies are required to establish a standard cali-
bration facility. In this regard, the availability of a calibrated dis-
placement (capacitance) transducer allows one to produce a secondary cali-
bration standard using a piezoelectric transducer coupled to a plate. For
the calibration of actual AE measurement systems, however, simpler mechan-
ical sources, such as pencil lead fracturing and helium gas jet devices3 3 ,
may still be advantageous in convenience.
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TABLE I

Fracture Modes and Acoustic Emission Risetime Data

Specimen Condition Fracture Mode No. Transients Average
in dynamic range Risetime/ns

D1 unce 450 shear with~ 12 72
D2 Quenched central undulating 57

D3 area 2 78

D4 Tempered Cup and Cone 1 67

DS 90% intergranular 11 76

D6 Tepe 13 5

Embrittled Predominantly 2

D8ductily cup + coneA
isolated areas of246

D9 brtl oe2.56

HI Quenched 45 0 shear with 13 87
central undulating
area + 5% inter-
granular

H2 Tempered Cup and cone with 3 106
-5% intergranular

H3 19 106

H4 10 75

H5 Temper Intergranular + -

Embrittled isolated areas of

H6 tearing 3 131

H7

HiB
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Hatano and Mori proposed another approach to transducer calibration
based on reciprocity theorem34 . In this scheme, a set of three transducers
is arranged to form three pairs of transmitter-received combination, as-
suming that each transducer possesses reciprocal transmitting and receiving
characteristics. By feeding tone bursts of variable frequency and record-
ing the output voltages, sensitivity calibration to surface wave was
accomplished. Using a large steel forging weighing 7 tons, Hatano35 ex-
tended the technique to longitudinal wave calibration. Transducer coupling
remains to be a source of uncertainty in this calibration method.

2.5 Other Transducers

Electromagnetic AE transducers have been used in monitoring of welds
and other applications despite their low sensitivity (10 to 100 times less
sensitive compared to piezoelectric transducers) and their vulnerability to
electromagnetic interferences3 6 . The primary advantage is the non-contact
nature. Maxfield and Hulbert reviewed this subject 37.

Another approach is based on an optical principle, that is, laser
interferometer, having a stabilized optical path difference (Fig. 10). For
a bandwidth of 1 MHz, a minimum detectable displacement of 50 pm (5 x 10-11
m) was achieved. This limit was mostly due to the noise arising from the
laser used. They demonstrated that AE signals from twinning, stress corro-
sion cracking and thermal shock cracking can be detected by the optical
method. An example is shown in Fig. 11, in comparison to the waveform de-
tected by a piezoelectric transducer. Taking advantage of non-contact
nature, Blacic and Hagmann3 9 reported another optical-mechanical system for
AE measurements at high temperatures and pressure. Here, interferometer
fringe motion was detected and converted, by quadrature logic, to a linear
analog signal proportional to stress. Since optical techniques have in-
herently broad bandwidth and can be calibrated absolutely, these should
compliment the well developed capacitance transducers for standardization
and would be most valuable when the remote sensing characteristics are
essential.

2.6 Waveform Analysis Techniques

When theoretical responses of a structure and the source and trans-
ducer characteristics are known, it is still necessary to perform mathe-
matical operation, known as convolution, in order to obtain the resultant
waveform. Conversely, deconvolution must be performed in order to obtain
the source characteristic from the observed waveform, structural response
function and transducer characteristics. It is generally necessary to re-
sort to elaborate numerical computations. Such computations can be simpli-
fied in the frequency domain, since the convolution-deconvolution of a time
function can be substituted in the frequency domain by the multiplication-
division of the frequency. Houghton40 attempted to develop a hardwired
device to obtain the source characteristics and reported some success.
The NBS troup has been investigating several different means of implementing
a deconvolution scheme. Their

44 :
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Figure 9. Comparision od detected signals (oscilloscope traces) with two diffe-
rent sensors: A is for the capacitive displacement transducer and B
is for a piezoelectric transducer.24 The duration of these traces is
40 psec.

~SPECIMEN

LASER COLLIMATOR BEAM SAPLITTER

BEAM

Figure 10. Stabilized opticaj path interferometer for measurement of acoustic
emission signals. Stabilized system removes low frequency (0-1 kHz)
distrubances; the high frequency signals (>10 kHz) are amplified and

recorded.
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Figure 11. Acoustic emission signals due to single twin in zinc: upper trace
piezoelectric signal; lower trace optical signal.38
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Figure 12. The shape of smoothed-out step function representing the displacement
applied at the source according to (3.13).
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initial result in obtaining the force-time curve from a pulse-excited
piezoelectric transducer was reported2 4 . When a simple method of con-
volution-deconvolution becomes available, it should aid greatly in deter-
mining the transfer functions of various elements in an AE systems.

III. THEORETICAL

3.1 Source Characteristics

In order to extract the information on the nature of AE sources from
the detected AE signals, it is essential to develop theoretical analysis of
the expected behavior of various AE sources and to predict the waveforms
and/or frequency spectra of AE signals reaching a detector. A part of the
analysis lies in obtaining the solution for the dynamic impulse response of
a structure or simply a response function, R(r,t). A few special cases
have been analyzed, as discussed in the preceeding section. A typical AE
source is not an impulse, but has a characteristic time dependence or a
source function, S(r,t). The resultant AE signal at the detector is ob-
tained by integrating over time the product of the impulse response of the
structure and the time dependence of the source; that is, taking a con-
volution of the response and source functions, R(r,t) * S(r,t). Further-
more, when a transducer is not ideally flat in its frequency response, the
impulse response of the transducers, r(t), needs to be convoluted with the
incident AE signals in order to determine the output of the transducer.
So the AE output is given by R(r,t)*S(r,t)*r(t).Thus two operations of con-
volution must be considered starting from the AE source function in order
to predict the output of a transducer.

3.2 Theories on AE Sources

Let us first consider the theories on the AE sources. This aspect is
concerned with finding the dynamic stresses or displacements produced when
plastic flow or fracture occurs in an elastic medium under stress. Stresses
due to the expanding cr%.k have been treated by many investigations, includ-
ing Burridge and Willis , Freund4 2 , and Stdckl and Auer . A general solu-
tion was given by Burridge and Willis41 for the expanding elliptical crack
in an anisotropic solid. For a suddenly extending crack, Freund42 deter-
mined mean normal stress (a] arriving at a typical pc4int r at time ta
r/cL, where cL is the longitudinal wave velocity. [o] is given by

[y] = KI(7/2r)l/2 E(x - cFta,z,ta) (3.1)

where KI is the static stress intensity factor, cF is the initial crack
tip velocity and E is the angular dependent term, which is obtained
numerically.Here,x is in the direction of crack propagation and z is in the
direction normal to the crack plane. In the region ahead of the crack, the
initial arrival is a loading wave and is a finite discontinuity in stress.
The magnitude of [a] appears to increase roughly linearly up to cF/cR of
0.5, where cR is Rayleigh wave velocity.

St8ckl and Auer4 3 studied the dynamic behavior of a brittle crack

t,
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using a finite difference technique, and compared the results with experi-
ments, which were performed with Araldite B. Here, a propagating bi-
laterial crack is assumed to move at a constant given velocity in an iso-
tropic material under uniaxial tension. After travelling a certain dis-
tance, the crack stops. Displacement normal to the crack plane was found
to increase linearly with time at the center of the crack, followed by a
gradual decay. At other locations on the crack, time dependence of normal
displacement was more complex, yet maintaining the essentially similar
characteristics.

Achenbach and Harris44 have recently studied AE signals arising from
crack propagation. They employed an elastodynamic ray method for the
quantitative analysis of AE due to jumps of a planar crack with a smooth
edge of arbitrary shape. In this method, the amplitude of a high frequency
mechanical disturbance is traced as the disturbance propagates along a ray.
The analytical solution for the semi-infinite crack geometry can be ob-
tained, from which they deduced the actual distributions of the stresses
released upon the crack tip propagation. Their analysis also accounted for
the curvature of the crack-edge. Two cases they considered are of our
immediate interest. One of the two considers brittle fracture and the
other allows yielding at a crack tip. For a crack propagating in a brittle
solid, the elastodynamic crack opening displacement takes the general form
of

1/2.1/
ucc CF 1K (t - x c/ ) 2(t - x/c F ) u(x) (3.2)

where t is time, x is the distance ahead of the crack on the crack plane
and u(y) is the unit step function. The corresponding first longitudinal
motion, or the radial displacement ur at distance r from the crack tip, is
given by

cF 1/2
Ur c(F KI EL(cF,e)(t - r/cT) u(t - r/cL) (3.3)

where EL is the term dependent on the crack velocity and the angle from the
crack plane. Thus, we note a linear time dependence of ur at the longitu-
dinal wavefront, which implies that the particle velocity jumps discontin-
uously when the wavefront arrives. When a small zone of cohesive tractions
at the crack tip is present, such as in the Dugdale model for plastic yield-
ing, uc is of the form

U 1~/2 3/2U M C K (t - X/c) u(t - x/cF) u(x) (3.4)

leading to the expression for ur of

Urc= ) 2 K EL(CF,)(t - r/cL) u(t - r/c) (3.5)

In this case, the particle velocities are continuous at the wavefront and
the AE intensity is expected to be considerably less than that for brittle
fracture. The correction for curvature of the crack edge (pc) enter u as

(1 asc r(1 + r/pc)-1/2 , indicating a decrease in AE intensity as Pc decreases.Other more complicated geometries were also considered.

- • -Ar-.... .....---.........-
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These theories on AE due to a propagating crack predict conflicting
results. This is quite understandable. Methods employed varied signi-
ficantly. The initial and boundary conditions and other ansumptions were
not common. Still, critical evaluation of the obtained results and under-
lying assumption would be valuable. Comparison with well-defined experi-
ments will be most interesting.

3.4 Theories on AE Signals

Hale'n and Bolin4 5 developed a theory on AE signals considering a time
dependent distribution of inelastic distortion *j (r',t), on the basis of
Murals dynamical continuous dislocation theory 46 . Ignoring the spatial
distribution of Oij of the radiating source of r' and expressing the stress
a at an observation point r in terms of Fourier transformed variables, they
obtained

Yst (r,) = - 111[Gsk, (r,w) + G9k, st(r,W] + X 6stGqk,q9(t

xfl11Wtk(r',o) + 8*k(r',oi)] + A 6 k * (r',w)I dr'

= R stk(r,w) SU.(W), (3.6)

where G is the angular frequency, Gij is the Green's function 6 is the
Kronecker's delta, p and X are the Lame's constants, RSt_ is tIe re-
sponse function of the medium and Sk9. is the source function. Further,
Gsk,tq = a 2Gsk/Dxt 3xq and summation over repeated indices is implied. The
response function is basically the second derivative of the Green's
function and simplified to

R~r,) W2 iwr/c

47rrc2 e 
(3.7)

where the orientation dependence is ignored, c = cL = cT and i 2 
- -. It

is assumed that the source function can be expressed as the product of the
magnitude, Sm, and the shape function f(w) as

Ski -f (21 A c*k*V* + X kk A *nn V*) f(W) (3.8)

where Ac. is the inelastic strain increment, V* is the volume over which
C* is 3distributed uniformly. As usual, C* + $* )/2. For a
stepwise increase in Ski, i.e. ii ii

S S u(t) (3.8)'

we obtain
f((W) W06) - 1/i 6. (3.9)

Malin and Bolin arrived at the stress at r and t as

e, , 77. -.........
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o(r,t) S sin W(r/c - t) (3.10)
4w2rc

2 m

where an ideal detector operates at W with the bandwidth of Aa. it is
assumed that Oi is much smaller than the inverse of the rise time of S
They considered three special cases of Sm; i.e., for dislocation motjo&,
Sm is proportional to a plastic strain increment Ae*; for a pure dilatation,
Sm varies with volume change, and for crack propagation,

Sm= haa(z2- 12) (3.11)

where h is the width of the crack that jumps from 2.1 to 2t2 under an
applied stress aa. For the last case, it is interesting to note that, if
the crack jumps only a small distance At, Sm becomes

= 2a h-Atetla-K.I()Zt/2 , (3.11)'

where K, is the stress intensity factor.
This relationship has an additional square-root dependence on the crack
length compared to an empirically derived expression for the magnitude of
AE signal due to incremental cracking4 7 . The latter was proportional to
the stress intensity factor and crack area.

While reasonable estimates of the magnitude of Sm can be obtained from
the above analysis, the solution in the form of (3.10) has two fundamental
conflicts with observed AE behavior. Firstly, it is a continuous wave,
which cannot be a response to a stepwise change in the source function.
Secondly, the magnitude of stress wave increases linearly with frequency,
in contrast to commonly observed trends in the opposite direction. The
first difficulty is due to oversimplification in the derivation of (3.10),
which will be corrected below. It can be shown that a bipolar stress pulse
results from a stepwise jump in the distortion at an AE source. The second
conflict is resolved also since the correct frequency spectrum of a bipolar
pulse reaches a maximum, above which the power density tends to decrease
with frequency.

Let us now derive the waveform without the damaging simplification em-
ployed for obtaining (3.10). The exact waveform can be obtained by taking
a Fourier transform of the product of (3.7) and (3.8) with the substitution
of (3.9), as follows:

S CO 2
=m fi-iLt WL iwLr/ca(r,t) = - e - e (7r(a) - i/i )dw_- 4wrc 2

= S 6 '(r/c - t)/87r 2rc, (3.12)

where V'(y) is the first derivative of the Dirac's delta function. This
also corresponds to the second derivative of the unit step function, u(t).
In order to examine effects of the rise time, it is more convenient to
smooth out the unit step function by employing the Gauss error function.

. ...
-A . . . .. . . . .. . . . .
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Figure 14. The frequency spectrum of the bipolar stress pulse shown in Fig. 13.
The shape of this spectrum coincides with that of Rayleigh distri-

bution function.
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Following Halen and Bolin4 5 , we approximate u(t) by

1

u(t) [erf(t/2T) + 1]

1 (t/2T 2

Jo e -y dy + . (3.13)

The shape of this function is shown in Fig. 12. Here, the rise time, de-
fined as time duration from 0.1 to 0.9 of the final value, is equal to
4T. When (3.13) is assumed to represent the shape of the source function,
we obtain as the stress pulse in the form of

G(rt) - /222 [(r/c t) e-(r/c - t) 2 /4T 2 ]. (3.14)87r~t 83/2 rc 2T2 2T-. (14

The terms in the brackets determines the shape of this stress pulse, which
is illustrated in Fig. 13. The maximum and minimum in a occur at t =
(r/c) ± 1.41 T, and the quantity in the square brackets reaches ±0.43.
This implies that amax is proportional to (Sm/rT2). The frequency spectrum
of (3.14) can be obtained and is given by

S W e_ (/CWo) 2

IF(w)I M () , (3.15)
4Ifrc 2  0

where wI0 = 1/T. Figure 14 illustrated the shape of the frequency spectrum
(which coincides with the shape of the Rayleigh distribution function). It
is shown that the frequency response increases nearly linearly with fre-
quency below w = 0.5, reaches a maximum at w = 0.707 wo and diminishes at
frequencies above w = 2.5 wo.

It is now easy to realize why a continuous wave solution was given as
in (3.10). This is a Fourier component of the stress pulse (3.12) or (3.14),
which was incorrectly represented as the stress pulse. In order to obtain
the output of a narrow band transducer, which is excited by a stress pulse,
it is necessary to calculate a convolution integral. This subject was dis-
cussed in detail in the paper we presented elsewhere48 . We represented the
impulse stress response of a narrow band transducer to be given by

r(t) = e_ t . e io t , u(t) (3.16)

where 0 is a decay constant and fo = o/2T is the resonance frequency of
the transducer. The frequency response of the transducer, F(f), is given
by

F(f) = [27ri(f - f0) + 0]
- 1  (3.17)

The bandwidth (at -3dB) of the transducer is given by 0/7r. When the
transducer is excited by a stress pulse (3.14), the transducer response
Rt(t) to this stimulus is given by

'. A
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R ftf Jc(n) r(t - n) dn. (3.18)

While the exact analytic integration is difficult, it can be shown that the
maximum fo Rt(t) is approximately proportional to the product of amax and

T and occurs at about lOT, provided that T is much smaller than 1/fo or
1/0. The decay of Rt(t) is naturally dictated by the decay constant 0 with
the oscillation centering at f0. It is important to point out that the
maximum transducer output is proportional to Sm/T; i.e., the rise time in-
versely affects the transducer output. This important result is a conse-
quence of (3.13) and (3.18).

The above results regarding the waveform and frequency spectrum of a
stress pulse deduced from the Mal'n-Bolin analysis are quite different from
the intuitive models sugggested by Stephens and Pollock4 9 and by Hill and

Stephens50 . Stephens and Pollock assumed the shape of stress pulse as a
Gaussian function given by

a O ° exp(-t 2/2 (3.19)

where To define the pulse width. Its frequency spectrum is also a Gaussian
function, having a maximum at w = 0 and decreasing to l/e at w = 2/=o .
Note that (3.19) takes the form of the first derivative of (3.14), and that
the first derivative of the Gaussian frequency spectrum results in the same

form as (3.14). Another intuitive model suggested by Hill and Stephens
5 0

assumes a rectangular stress pulse with the amplitude an and the width Tn.
As is well known, the frequency spectrum decreases with increasing fre-
quency having the form of sin(cTn/2)/(wTn/2). In both models, the fre-
quency spectra have a maximum at zero frequency, in sharp contrast to the

result of (3.15). It is interesting to note that the time derivative of
(3.3), which represents the particle velocity or stress arising from the
propagation of a brittle crack4 4 , results in a square stress pulse as pro-
posed by Hill and StephensSO. This is due to the superposition of the
emission from the starting event and that arising from the arrest of crack
propagation after a short time, Tn. Most of the experiments discussed in
the preceeding section dealt with the application of a stress step and the
resultant displacement at the epicenter was essentially stepwise. This
corresponds to a unipolar stress pulse, in contrast to bipolar stress pulses
of (3.12) and (3.14). Some experiments also recorded unipolar and bipolar
displacement pulses (see Fig. 15)27,28. The unipolar displacement pulses
correspond to bipolar stress pulses, as expected from (3.14). The bipolar
stress pulse is expected to originate from the application of a force di-
pole at the source3 2 . Thus, it is not possible at present to single out
either unipolar or bipolar pulse shapes as corret waveforms. Hopefully,
future analytical studies will clarify the relationships between conditions
at a source and resultant AE signals. For such efforts, it is incumbent
to combine a proper Green's function and probable source functions and to
account for the tensor nature of these functions.
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IV. AE BEHAVIOR OF MATERIALS

4.1 AE due to Plastic Flow

Considering AE signals generated by plastic deformation of materials,
it is necessary to consider the continuous-type signals separately from
the burst-type emission. The former is due to simultaneous arrival of
numerous AE signals at a transducer. Because of random and high rate ex-
citation of the transducer, waveforms are indistinguishable from random
noise. This type originates mainly from the rapid motion of dislocations.
The latter arises from distinct events such as twinning, decohesion or
fracture of second phase particles and intergranular and transgranular
cracking. In order to observe the events separately, the rate of emission
must typically be less than 10,000 events per second.

In earlier models of AE due to plastic flow, distinct emission events
were considered. Fisher and Lally 51 attributed an AE burst to micro-
yielding, which manifested itself as a load drop in the stress-strain
curve. Dislocation avalanche was proposed as an AE source by Agarwal et
al. 52 and James and Carpenter5 3. Tetelman54 attributed AE to the rela-
xation of stored strain energy within a single grain via the motion of
dislocation pile-up.Gillis and Hamstad55 considered the release of plastic
work to be the source of an AE event.

On the basis of individual dislocation motion, several models have
been presented. Theoretical ground work was laid by Simmons and Clough5 6.
This approach parallels that of Malen and Bolin4 5, and additionally con-
siders the stochastic nature of dislocation velocity distributions. It is,
however, still incomplete and makes no prediction that can be compared to
experimental observations.

Phonon emission from moving dislocations was equated to AE by Kiese-
wetter5 7 and by Rouby5 8. Kiesewetter and Schiller57 utilized Eshelby's
analysis of an acoustic Bremsstrahlung due to an accelerating (and de-
celerating) dislocation5 9. The radiated energy from a harmonically oscil-
lating screw dislocation of length t is given by Eshelby5 9 as

E =1T1Ib2 2 2 -2 3
h= v /5c T  (4.1)

where b is the Burgers vector and v is the mean dislocation velocity.
Kiesewetter and Schiller 5 7 assumed the product of Eh and the number of dis-
location segments, nd, to be the mean square amplitude of AE signals,
(Vr)2. Noting that total mobile dislocation density (Pd) is given by ndt,
they obtained,

(Vr) 2 , Pd " t. (4.2)

Rouby et al. 5 8 considered effects of grain size on the average time between
the acceleration and deceleration of a moving dislocation emitted from a
dislocation source at grain boundary. They assumed that such a pattern of
dislocation motion produces a bipolar AE signal, from which the character-
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istic spectrum was postulated. These and other attempts 60 -6 3 to model the
dislocation induced AE signals are still in a preliminary stage and even
the qualitative behavior is not sufficiently clarified.

4.2 Continuous AE Signals

Let us now consider a new model based on the modified Malin-Bolin
theory, presented in the preceeding section. We start with a stepwise in-
crease in plastic strain due to dislocation motion, which produces a stress
pulse at a resonant transducer. Next, the statistical nature of disloca-
tion generation and motion is considered to predict the intensity of
continuous-type AE signals.

The magnitude of plastic strain increment is Sm, as defined earlier
and its time dependence follows (3.13) with a rise time of 4T. From (3.14),
the maximum in the stress pulse is proportional to Sm/T2, or

2
amax Sm/T (4.3)

When the stress pulse excites a transducer, the peak voltage of the trans-
ducer response, 'ax, is proportional to a x.T, or

R X S /T, (4.4)
t m

according to (3.16) and (3.18). Here, we recall Sm is proportional to a
plastic strain increment, AC*, which is a plastic strain step produced in
the material following a time function of (3.13) with the rise time 4T.
Thus, Ac*/4T can be considered as the plastic strain rate in the localized
volume and will be referred to as "instantaneous plastic strain increment",
or instantaneous AF*. From (4.4), the peak output of a transducer is seen
to be proportional to the instantaneous AE*, i.e.

max cR t AE*/T. (4.5)

During plastic deformation of a material, numerous slip steps are pro-
duced, as each distinct dislocation movement gives rise to AC*. When the
strain rate during a test is kept constant as in a typical tensile test,
the number of events per unit time (or event rate), 9, is given by

k = (4.6)

where c is the plastic strain rate. When a large number of stress pulses
arrive at a transducer from uncorrelated sources distributed throughout
the sample volume, the phase of the stress pulses is randomly distributed
even assuming their amplitude is given by an average value. Each stress
pulse produces the peak transducer output of max and events excite the
transducer per unit time. This produces the root mean square transducer
output Vr of

V r N'-. AC*/T. (4.7)

. '4 i. . Vr
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It is important to note that Vr is not directly dependent on stress. The

stress level is determined in maintaining strain rate, which is controlled

by the ease of dislocation multiplication and motion.

When strain rate during a test is varied, Ac* and T are expected to

remain unchanged unless the operative dislocation mechanism changes. From

(4.6), 1 should change and Vr becomes proportional to VE according to
(4.7), or

V r /- AT *. (4.8)r

The square-root dependence on t is quite commonly observed in AE due to

plastic deformation64 in agreement with the prediction of the present
model.

When the number of dislocation segments increase, e.g. in cold-worked
materials, one expects a proportionate reduction in AE* in a tensile test.
For achieving a given strain rate, each dislocation needs to move only a

small distance, when more dislocations can move. From (4.8), we find Vr

to decrease as AC* becomes smaller. It can be also seen that

V l/v - , (4.9)

when and T are unchanged.This also agrees with the generally observed sit-

uation where AE is reduced by cold-workingl,5,12 .

While t, A and AE* remain constant, it is possible for T to vary.
This can happen when a dislocation breaks away from the Cottrell atmos-
phere, or when a dislocation encounters greater lattice friction force in

a solid solution compared to a pure metal, and so on. Here, Vr varies
inversely proportional to rise time, or

V r lIT. (4.10)

This is in accordance with expectation, although no conclusive experiment
has been available to demonstrate the variation in T.

4.3 Recent Experiments on Plastic Flow

We have studied AE bahavior of austenitic stainless steels (AISI 304L
and 316) as a function of test temperature. Some of the results have been

reported6 5 . Since the stacking faultenergy (SFE) is low in these steels,

planar glide is prevalent and this is thought to be the reason why AE acti-
vities are very low 66 . At higher test temperature, SFE tends to increase
and thermal activation effect also promotes non-planar glide.

In Figure 16, temperature dependence of the 0.2% offset yield strength
and flow stress at 10% strain are shown together with the peak rms voltage
of AE at the yielding and the AE level at 10% strain for 316 stainless

steel (S. Hsu, unpublished). The results are similar to those of 304L
stainless steel65 . While the strength data showed gradual decline with
temperature, AE activities exhibited dramatic increases. The peak AE level

I %,
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Figure 16. Temperature dependencies of the yield strength, the flow stress
at 10% strain, the peak AE level at the yielding, and AE level at
10% strain for 316 austenitic stainless steel (S. Hsu, unpublished).
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increased ten -fold when the test temperature was raised from 300K to
873 K.

In the tests, strain rate was constant. It was also found that the AE
level was dependent on the square-root of t. AE level at the yielding was
unaffected by dynamic strain aging, which did not begin until some defor-
mation had occurred. According to the model presented above, we postulate
that the instantaneous AC* is smaller for the planar mode of dislocation
glide than that for non-planar glide6 5. In the planar mode, a dislocation
moves as a part of a pile-up and must move against the back stresses of
preceeding dislocations. This limits the distance of motion and reduced
the speed of dislocation motion, leading to a smaller value of instanta-
neous AC* and a low AE level. In the non-planar mode, tangles and cell
structures are produced and each dislocation travels freely over a rela-
tively dislocation free region between the tangles on the cell boundaries.
This produces a large instantaneous AC* as well as a high AE output6 5. In
both cases, the mean distance of the dislocations decreases with work hard-
ening and AE output diminishes with plastic deformation.

Since the yield and flow stresses decrease with increasing temperature,
it is obvious that plastic work55 or strain energy relaxation54 concepts
cannot explain the observed increase in AE levels in stainless steels. It
is certain that applied stress level is not a parameter that dierctly dic-
tates the AE level from plastic flow. The phonon emission concept5 7 cannot
explain the observed temperature dependence, as (4.2) contains no tempera-
ture-related term.

Temperature dependence of AE behavior in several metals and alloys was
evaluated (S.Hsu, to be published). Aluminum, nickel, iron and dilute cop-
per-zinc alloys showed a different temperature effect, as can be seen in
Figure 17. Generally, the AE level at the yielding initially increased
with test temperature, then decreased after reaching a maximum. Relative
changes were not as large as in stainless steels. In the materials of
this group, SFE is not expected to vary significantly and glide mode re-
mains non-planar at all temperatures.

In pure metals tested, the maximum in AE level occurred at 0.35 to 0.4
of absolute melting temperature, Tm. Below this temperature, the yield or
flow stress varies strongly with temperature and the dislocation structure
tends to change from more uniform distribution or loose tangles to tight
tangles or well defined cell walls. In terms of the present model of AE,
T is expected to decrease with increasing temperature, resulting in higher
AE levels. This is due to a higher dislocation velocity through the dislo-
cation free zones. In this low temperature range, A and Ac* are expected
to change little. Above the peak temperature of 0.35-0.4 T., dynamic re-
covery and recrystallization become significant6 7 . Less and less debris
of dislocation motion are left within the material, requiring a lower
applied stress to maintain a strain rate. Lower AE levels with increasing
test temperatures can be attributed to possibly two causes. One is the
reduction in the average dislocation velocity through the increase in vis-
cous drag due to thermal activation68 . The other is increased number of
dislocations generated from the sources at grain boundaries or cell walls.

#m. ,.k ' _,,, ,: :. . . , , , ,. - , _ : , '
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At elevated temperatures, thermal activation again is expected to ease the
emission of dislocations. The two causes are interrelated, because a
lower dislocation velocity requires a higher number of glide dislocations.
Whichever is the primary cause, this interpretation is consistent with the
decrease in the yield or flow stress with temperature.

In another study6 9 , we examined AE behavior of a pressure vessel steel,
ASTM A533 B, which is a low carbon Ho-Ni-Mo steel. Let us consider effects
of heat treatment on AE from this steel during tensile testing at room
temperature. Figure 18 shows the maximum rms voltage of AE during the
yielding of quenched and tempered samples as a function of tempering temper-
ature. Samples were quenched from 930*C into water and tempered for 24
hours at each temperature. The AE level of as-quenched sample was very
low, but it increased dramatically after tempering at 200 to 3000C. As the
tempering temperature was raised, the peak AE level started to decline and
reached a minimum at 6500C.

The as-quenched condition is a lath martensite with a very high dislo-
cation density. Most of these dislocations are mobile, but the mean free
path for each is Jimited.because of the high density. In terms of our
model of continuous AE, N is large and Ac* is small. Hence, AE level is
low as found in the experiment. After tempering at 300*C, rod-shaped car-
bides were observed in the lath martensite structure7 0 . Since significant
recovery is yet to occur, the dislocation density remains high. Over this
range of tempering temperature, the ratio of stress at which AE becomes
observable aAE, to the yield stress, Gy, increases from 0.3 to 0.6-0.7.
This implies stronger pinning of dislocations due to Cottrell atmosphere
of carbon interstitials. With increasing effectiveness of dislocation
pinning, the number of mobile dislocations is reduced. Another conse-
quence of tempering is the reduction of free carbon interstitials in the
matrix, resulting in the decrease of frictional stress. From these condi-
tions, one expects dislocations unpinning during the activation of a
source and a higher dislocation velocity through the tempered martensite
matrix. These favor shorter rise time, larger Ae* and reduced A, all of
which contribute to a higher AE level in moderately tempered martensite.

As tempering temperature was further increased, oAE/o, ratio remained
high, while ay continued to decrease due to recovery and r~crystallization
of dislocation substructures. Continued carbide precipitation and coars-
ening are also responsible for the decrease in a . After 650*C temper,
fine equiaxed ferrite grains were observed via electron metallographic
studies 71 ,72 . Large spheroidal cementite particles were found at the
ferrite grain boundaries and fine dispersion of alloy carbides was observed
in the grain interior. In this condition, the number of initially mobile
dislocation was small and the yield point phenomenon was observed. Dislo-
cation glide in this material is expected to originate from a few favored
dislocation sources and to proceed by profuse multiplication. Thus, it is
expected that N is small and Ac* is large. Apparently, however, the rise
time T is large for such multiplication steps and this reduces the AE level.
Actually, the observed AE level in the 6500C tempered steel is comparable
to that of pure iron with a fully ferrittc structure. In the latter, resi-
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dual interstitial impurity atoms are expected to pin dislocation sources
and similar yielding behavior is produced.

These three studies offer examples of consistent explanation of AE
behavior in terms of our model of continuous-type AE signals. While fur-
ther elaboration is needed on several aspects, the model can predict rela-
tive changes in AE level on the basis of dislocation dynamics. Improve-
ments in the model and corroboration with other experimental techniques
regarding independent verification on such parameters as rise time, plastic
strain increment and event rate will be desirable.

4.4 AE due to Cracking

Two other articles in this Volume deal with this subject and previous
studies are adequately covered there7 3,7 4 . Here, we consider cracking in-
duced AE in terms of the extended Malen-Bolin theory and related experi-
mental findings.

Let us examine a thin elliptical crack of length h. The crack is sub-
jected to normal applied stress aa such that Mode I crack propagation takes
place. 0 a acts perpendicular to the major diameter of the crack, 2Z.
According to Eshelby 75 , normal displacement Sm is given by

s = n(-v) 2 h a (4.11)
M VL a

Assuming time dependence of the displacement to be in the form of the error
function (3.13), we can obtain the waveform of a stress pulse due to
cracking by (3.14) by substituting (4.11). Here, the crack was thought to
widen from 0 to 21 under a constant stress aa, over a rise time of 4T.
Employing a narrow band transducer, we obtain the response of the trans-
ducer to the stress pulse by (3.16) and (3.18). The peak transducer re-
sponse, pmax, is then given by

Rmx t Z2 h a/T. (4.12)

It is noted that the peak value of AE signal due to a crack extension is
proportional to applied stress and to a volumetric term 12h. Needless to
say, the AE signal is the burst-type.

Presently, we have no direct experimental confirmation of (4.12). How-
ever, the above analysis can be used in interpreting burst-type AE which
have been observed during tensile testing of several steels , '6

7 . From
the anisotropic AE behavior with respect to the rolling direction of steel
plates76 ,77 and from the observed linear relationship between the sulphur
content of steel and the total number of AE events4 8 , burst-type AE found
primarily in the through-thickness samples was attributed to the deco-
hesion of elongated MnS inclusions. This is an example of microscopic
cracking. During AE tests, the cumulative distribution of AE peak ampli-
tude was found to follow a form of the Weibull distribution 48 , i.e.

.., -
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F e(V) A exp (- B V pq) (4.13)

where Fe is the cumulative distribution, V is the peak voltage of a burst
emission, A and B are constants. An example of such a distribution is
shown in Fig. 19, where q was found to be 0.4. From a metallographic study
of the same steel, the distribution of MnS inclusion size was determined.
Fractional cumulative distributions D() of inclusion size (2) on two cross
sectional planes were found to follow

D(1) - D exp ( - a tm ) (4.14)o

where Do, a and m are constant. Values of m varied between 0.7 to 1.5,
with an average of 1.248.

For a constant Oa and T, the peak AE output is governed by 92h accord-
ing to (4.12). Observed peak voltage Vp should be equal to let" in this
case and it follows that V - k2h. Size distribution of MnS inclusion was
observed to differ little getween the width and length. Thus, V - X3 - h3.
Consequently, (4.14) can be rewritten as the distribution of peat AE
amplitude Vp as

F (V )= A' exp (-B' V pm/). (4.15)

Since m/3 - 0.4 = q, we find that the observed amplitude distribution
function of burst AE to have an identical form as that predicted by the
present theory together with the independent metallographic data. Although
both theory and experiment contain numerous sources of errors, it is signi-
ficant that quantitative agreement of amplitude distribution analysis is
achieved.

Besides the decohesion of nonmetallic inclusions, several other micro-
scopic fracture processes are expected to operate in the region immediately
ahead of a crack-tip. These include fracture of an inclusion78 p7 9 discon-
tinuous plastic flow ahead of the plastic zone54 ,80 , rapid coalescence of
microvoids either by tearing or by shearing4 7 ,54 ,80-82, cleavage and quasi-
cleavage54 ,81 intergranular cracking2,2 6,2 7 and hydrogen induced cracking
54. In many experiments dealing with these types of fracture, a power-law
or an extreme value statistical law has been deduced for AE amplitude dis-
tribution4 ,15,81-8 4. In the case of brittle polycrystalline ceramic mate-
rials, the distribution of grain size is proposed to yield the AE ampli-
tude distribution 15,84. On the other hand, fracture of metallic materials
has several types of microfracture events and their distribution functions
are not easily measured. Some of the topics are discussed by Sano 73 and
Evans8 4 , so we only point out the necessity of correlating AE parameters
to independently measured quantities, such as the size, number and distri-
bution of microcracks. Clear experimental confirmation of any of these
mechanisms is yet to be performed. For such an endeavor, the present
model of crack-induced AE should be useful.

f AdT--
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V. CONCLUDING REMARKS

Recent advances in basic studies on AE have been reviewed.

1. Toward the goal of identifying the characteristics of AE sources,
significant achievements were made in developing simple AE source
similators and in detecting the surface displacements via capacitive
and optical transducers.

2. Elastic responses of an infinite plate to a stepwise force were theo-
retically clarified and experimentally verified. Other complicated
force functions and finite plate sizes need to be explored to simulate
a typical AE signal.

3. Determination of the transfer characteristics of a typical high sensi-
tivity AE transducer is now feasible based on the known behavior of a
simulated source and displacement transducers.

4. Real AE waveforms have been captured using a calibrated capacitance
transducer and a novel specimen geometry, yobell. This should lead to
a rapid expansion of our knowledge on high amplitude AE events.

5. Several theories on AE due to a propagating crack were examined. Be-
cause of varied assumptions, different results were predicted. Criti-
cal evaluation of these theoretical predictions will be required in
conjunction with well defined experimentation.

6. The theory of Maln and Bolin was critically examined. Oversimplifi-
cation in the original theory was deleted and correct expressions for
stress pulse and frequency spectrum were derived. The maximum level of
the stress pulse was proportional to the source strength and the in-
verse of the square of rise time.

7. Considering the transducer response, the peak transducer output due to
an AE event during plastic flow was shown to depend on "instantaneous
plastic strain increment". For a moving crack, the peak AE output de-
pends on applied stress, the cube of crack size and the inverse of
rise time.

8. A new model for continuous-type AE was presented. This is based on

the sum of randomly arriving AE signals from instantaneous plastic
strain increment. AE output depends on the square-root of strain rate,
a plastic strain step and the inverse of rise time of an event, but is
independent of stress.

9. Three new sets of experimental results were discussed in conjunction
with the proposed model of continuous AE. It was shown that most re-
sults can be rationally interpreted.

I
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10. A model for crack-induced AE was discussed in relation to the amplitude
distribution analysis of burst-type AE in low alloy steels. The ob-
served distribution agreed well with the predicted one based on an in-
dependent metallographic study.

This review concentrated on basic aspects of AE research and several
recent studies of AE behavior of materials. It is evident that we have
gained much ground in understanding the nature of AE signals and their
generation mechanisms. Still, we must incorporate the advances of these
studies into a wider spectrum of AE investigations and achieve better
characterization of AE behavior. The goal of quantitative determination of
AE parameters remains elusive. It is hoped that this review will be
helpful in accomplishing this objective.
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